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Climate response to regional radiative forcing
during the twentieth century
Drew Shindell* and Greg Faluvegi

Regional climate change can arise from three different effects: regional changes to the amount of radiative heating that reaches
the Earth’s surface, an inhomogeneous response to globally uniform changes in radiative heating and variability without a
specific forcing. The relative importance of these effects is not clear, particularly because neither the response to regional
forcings nor the regional forcings themselves are well known for the twentieth century. Here we investigate the sensitivity of
regional climate to changes in carbon dioxide, black carbon aerosols, sulphate aerosols and ozone in the tropics, mid-latitudes
and polar regions, using a coupled ocean–atmosphere model. We find that mid- and high-latitude climate is quite sensitive
to the location of the forcing. Using these relationships between forcing and response along with observations of twentieth
century climate change, we reconstruct radiative forcing from aerosols in space and time. Our reconstructions broadly agree
with historical emissions estimates, and can explain the differences between observed changes in Arctic temperatures and
expectations from non-aerosol forcings plus unforced variability. We conclude that decreasing concentrations of sulphate
aerosols and increasing concentrations of black carbon have substantially contributed to rapid Arctic warming during the past
three decades.

Both detection and attribution studies and climate models
have examined the surface temperature response to spatially
variable radiative forcing, but for radiative forcing taking

place simultaneously over much of the world (for example, pre-
industrial to present-day aerosol changes) rather than investigating
the response to forcing in a particular location. Such studies indicate
that at continental scales, responses are not closely correlated with
radiative forcing, but instead broadly match the response to more
homogeneous forcings such as well-mixed greenhouse gases1–4
(WMGHGs). At hemispheric scales, however, the radiative forcing
location influences the response, and the space–time patterns of
twentieth century hemispheric surface temperature changes have
been used to infer the Northern Hemisphere influence of sulphate
aerosols5–7. Nonetheless, how the response at different spatial scales
depends on the radiative forcing location remains unclear, as
do the regional forcings themselves8–14. Here we systematically
investigate the sensitivity of regional climate to location and type of
forcing.Wedemonstrate that themean tropical surface temperature
response, like the global mean, shows relatively weak sensitivity
to forcing location. In contrast, the extratropics are much more
sensitive to local forcings, with reduced response to forcing in
the tropics and especially the opposite hemisphere. Observed
twentieth century surface temperatures are consistent with these
findings, with tropical temperatures following the global mean
but substantial departures in the extratropics. Hence, global and
tropical mean temperature trends during the twentieth century
would have been quite similar if short-lived-species radiative
forcing had been distributed homogeneously rather than being
concentrated in the northern extratropics. Regional concentration
of forcing contributed to the departures of Northern Hemisphere
mid-latitude (NHml) and Arctic temperature trends from the
global or Southern Hemisphere extratopical (SHext) means,
however. We then compare observed global mean and meridional
gradients in surface temperature with internal variability and the
response to homogeneous forcings and ozone in climate models,
and show that these factors alone cannot fully account for the
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observations. Finally, using inverse methods we derive the aerosol
forcing required to explain the observations.Whereas earlier studies
used similar methods to derive total aerosol forcing, we use the
regional forcing/response relationships calculated here to derive
regional values and compare with historical emissions to estimate
contributions by particular species. Hence, we provide a much
more complete estimate of the space–time aerosol forcings by
region and aerosol type.

Climate modelling of response to regional forcing
We present surface temperature responses over broad latitude
bands to changes in WMGHGs, ozone and aerosols (see the Meth-
ods section). Globalmean temperatures follow the globalmean rad-
iative forcing fairly closely (Fig. 1a), with ∼45% enhancement for
extratropical relative to tropical CO2 forcing (comparable to other
studies15) owing to strong climate feedbacks at higher latitudes.
Global mean sensitivity to tropical and NHml sulphate is similar to
that for CO2, but the high-latitude sensitivity is∼50% greater than
for tropical forcing with aerosol indirect effects (AIEs). However,
it is ∼75% less without AIE because the direct impact of reflective
sulphate is reduced over highly reflective surfaces.

Tropical,mid-latitude or polarmean temperatures largely follow
the forcing per local unit area when the forcing is applied within
that latitude band (Fig. 1d,f,h,j). Imposing equivalent global mean
radiative forcing requires more local forcing as the area within the
band decreases, so that mid-latitude forcing must be ∼2.4 times
larger than tropical forcing and polar forcing must be ∼7 times
greater. This accounts for increased sensitivity to higher latitude
forcings when examining response per global mean radiative
forcing (Fig. 1c,e,i).

Tropical mean temperatures generally follow the global mean
forcing regardless of forcing location (Fig. 1g; all responses near
dashed line), although the response is enhanced (∼40%) for local
forcings. For other regions, however, the response to non-local
forcings is not proportional to the global mean forcing (Fig. 1c,e,i;
responses deviate greatly from dashed line). Extratropical regions
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Figure 1 | Regional climate response to forcing applied in various latitude bands. The rows show surface air temperature (SAT) changes in the region
indicated in the upper left corner, with the response shown as the SAT change per unit positive global (left column) or local (right column) radiative forcing.
The colours indicate the type of forcing applied (see legend; BC: black carbon), and the band in which the forcing was applied is given on the x axis.
Radiative forcing is the mean annual-average adjusted value at the tropopause and SAT is the area-weighted mean. Global mean responses to tropical
forcing (0.36 ◦C (global W m−2)−1 and 0.17 ◦C (local W m−2)−1) are shown in all rows (dashed line) for comparison. Uncertainties are standard deviations
in 80-year equilibrium runs.
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Figure 2 | Area-weighted mean observed surface temperatures39,40 over
the indicated latitude bands. The values are nine-year running means
relative to the 1880–1890 mean. Correlations (R2) with the global mean
over 1931–2007 by region are: 0.94 tropics, 0.61 SHext, 0.86 NHml and
0.53 Arctic.

typically show decreasing responses as the forcing becomes more
remote (Fig. 1d,f,j). Hence, 1Wm−2 tropical forcing causes a
similar extratropical response as 1Wm−2 extratropical forcing

despite the tropical forcing being imposed over twice as much
area, whereas 1Wm−2 forcing in the opposite hemisphere induces
relatively little response. This suggests that heat fluxes can
transfer some of the influence of forcings between the tropics
and extratropics, but transfer little between the extratropical
zones. Hence, uneven forcing distributions have little effect on
global or tropical climate responses, but can profoundly affect
extratropical responses.

Enhanced regional sensitivities to local forcings at higher
latitudes (Fig. 1d) can be understood through regional energy
budgets (see Supplementary Note). These demonstrate that local
cloud, water vapour and surface albedo feedbacks are responsible
for the greater global and local sensitivities to extratropical forcing.
In the Arctic, surface climate response also depends strongly
on the type of forcing imposed (Fig. 1d). This results from
a reduction in poleward heat flux following local heating by
absorbing aerosols or ozone.

Evaluating the historical record
We now compare the historical patterns of space–time surface
temperature (Fig. 2) with responses to WMGHGs, natural forcings
and ozone. Given the distinct spatial patterns of climate response to
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Figure 3 | Time evolution of observed (black; nine-year running mean) surface temperatures and values reconstructed from models. The red solid lines
indicate the mean reconstructed CMIP3 global or gradient response and dashed lines are the maximum and minimum responses. The columns show the
response to WMGHGs (G; left), to WMGHGs plus natural forcings (G+N; centre) and those forcings plus ozone changes (G+N+O; right). Numerical
values for observed linear trends during 1890–1930, 1931–1975 and 1976–2007 are given in the left column (observed Arctic trends for the three time
periods are: 1.25±0.25,−0.86±0.23 and 1.48±0.28 ◦C).

regional forcings, we can then carry out inverse calculations of extra
forcing required to account for any residuals.

We first examine the global andNHml–SHext gradient responses
to increasing CO2. These depart substantially from one another in
observations (Fig. 3a,d). Responses are reconstructed by multiply-
ing the WMGHG radiative forcing time series by the response per
unit forcing in Coupled Model Intercomparison Project phase 3
(CMIP3) simulations (see the Methods section). Different model
sensitivities scale the amplitude of the reconstructed time series,
creating a large range of model responses (Fig. 3a,d), but the shapes
are fixed by the well-constrained radiative forcing time series.
Mismatches in multi-decadal trends are substantial for all models,
with the timing of greatest disagreement depending on the gradient
response per unit forcing. The models similarly fail to capture the
time evolution of Arctic–SHext gradients (Fig. 3g).

The effects of other forcings were not isolated in CMIP3.
However, a model intercomparison of the response to global
and regional WMGHG, solar and ozone forcing indicates that
the dominant source of variations in the zonal mean response
is the underlying climate model rather than the forcing agent16.
Consistent with this, regional responses to equivalent CO2, ozone
or sulphate forcing are quite similar in ourmodel (outside the polar
regions: Fig. 1). Thus, a model’s regional sensitivity to CO2 seems
to reliably indicate its response in that region to other forcings.
Hence, we reconstruct the response to solar, volcanic and ozone
forcing using the range of CMIP3 CO2 sensitivities to characterize
the range of physical processes that would be expected to underlie
the uncertainty in response to those forcings. We also include
uncertainties in the forcings themselves (see the Methods section).
Notably, the multimodel mean response to WMGHGs plus natural
forcing (G+ N; Fig. 3b,e,h) does a better job of capturing the
observed NHml–SHext gradient during the early twentieth century
than the response to WMGHGs alone. The addition of ozone
forcing minimally affects early twentieth century gradients, but
increases the trends in gradients during later periods (Fig. 3c,f,i).

Observed gradients show three distinct phases, with the NHml
and Arctic warming more than the SHext until ∼1930, less (or
even cooling) from ∼1931–1975 and again warming more rapidly
thereafter (Fig. 3). The G+N+O reconstructed responses cannot
capture the negative NHml–SHext or Arctic–SHext trends during
1931–1975, the subsequent rapid increase in the NHml–SHext
gradient or the 1880–1930 increase in the Arctic–SHext gradient.
Slopes of reconstructed 1976–2007 trends are generally consistent
only for high gradient sensitivities, which show the greatest
inconsistencies during 1931–1975.

Inferred aerosol forcings and internal variability
Differences between observed and reconstructed G+N+O global
means and gradients are probably attributable to internal variability
and aerosol forcings, which are poorly constrained from forward
modelling or observations8–10. Using our regional forcing/response
relationships, we derive the aerosol forcings that best account
for these differences and compare their impact with internal
variability in coupledmodel control runs (see theMethods section).
Our 1890–2007 global mean net aerosol radiative forcing is
−1.31± 0.52Wm−2, a value consistent with recent estimates13
of −1.2Wm−2 (probable range −2.4 to −0.6Wm−2). Distinct
regional aerosol forcings are required to match both the observed
global mean and regional gradient trends.

During 1890–1930, substantial global mean cooling is required
to bring the G + N + O trend down to the observations
(Fig. 4a). Although internal variability might contribute to this
cooling, all of the models require extra cooling from aerosols.
G + N + O forcing largely captures the observed 1890–1930
NHml–SHext temperature gradient trend for most models; hence,
the aerosol forcing must minimally affect that gradient. As
tropical forcing affects the NHml more than the SHext (Fig. 1f
versus j), positive NHml forcing is typically required to keep the
NHml–SHext gradient from decreasing in the face of negative
tropical forcing required for global mean cooling (Fig. 4d). Several
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Figure 4 | Global mean and regional gradient surface temperature trends derived from observations and models and aerosol forcing estimates. The
first row shows observations minus the reconstructed influence of WMGHG+natural+ozone (G+N+O) forcing. The second row shows the regional
aerosol forcings (per unit local area) required to match the first row’s constraints. RF: radiative forcing. The third row shows observations minus the
reconstructed G+N+O Arctic–SHext gradient compared with the aerosol impact on that gradient. The columns show 1890–1930 (left), 1931–1975
(centre) and 1976–2007 (right). The symbols represent calculations using sensitivities (global mean and regional gradients) from 20 climate models.
Uncertainties include internal variability, natural and ozone forcing uncertainties and uncertainty in observed trend calculations.

models overestimate the NHml–SHext gradient trend in response
to G + N + O forcing (Fig. 4a), and hence require negative
NHml aerosol forcing. Results are nearly always consistent with
zero NHml aerosol forcing, however, given the influence of
internal variability.

Internal variability alone is not sufficient to reconcile either the
G+N+O global mean or NHml–SHext trends with observations
during the 1931–1975 period (Fig. 4b). To match the observations,
negative NHml aerosol forcing is required, whereas possible
tropical forcings are small values of either sign consistent with no
tropical forcing (Fig. 4e).

The past three decades show the most rapid increase in both
global mean and NHml–SHext temperatures (Fig. 3). Somemodels
are consistent with either the global mean or the NHml–SHext
trend during this period including G+N+O forcing and internal
variability, but none is consistent with both (Fig. 4c). During
1976–2007, reproducing the NHml–SHext gradient requires large
positive NHml forcing in most models, and matching global
mean temperatures then requires negative tropical forcing (Fig. 4f).

Hence, all models require aerosol forcing, but the tropical to
mid-latitude ratio varies substantially.

Comparison with historical emissions Inferred aerosol forcings
are in general qualitatively consistent with historical emissions.
Sulphate aerosol precursor emissions from anthropogenic activities
increased roughly fourfold from 1880 to the 1920s, almost all at
NHmls, and increased roughly 3.5 times from the 1920s to the
1970s, primarily at NHmls but also in the tropics, whereas since
then NHml emissions decreased rapidly and tropical emissions
increased17. Black carbon emissions from biofuel and fossil-fuel
combustion increased∼50% from1880 to the 1920s, nearly all from
NHmls, rose ∼25% from the 1920s to the 1970s, primarily in the
tropics, then rose∼30% from the 1970s to 2000, with both tropical
and NHml emissions increasing18.

The inferred positive 1976–2007 NHml aerosol forcing is
consistent with simultaneously increasing black carbon and
decreasing sulphate, whereas the negative tropical forcing could
reasonably result from increased sulphate outweighing increased
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black carbon. During 1931–1975, the negative NHml forcing
is consistent with large sulphate increases and constant black
carbon, whereas the small tropical forcing is consistent with
near-balance between increased sulphate and black carbon. The
1890–1930 forcings are less clearly aligned with historical emissions
estimates. Both black carbon and sulphur dioxide emissions at
NHml increased during this time. Depending on the relative
importance of these two, forcing might plausibly be either
positive or negative. Inferred tropical aerosol forcing values are
all negative, but the larger values would match emissions only
if strong nonlinearities made the small emission increases during
this time especially effective in causing negative forcing. This
is possible, however, as the AIE dependence on cloud droplet
number is logarithmic19.

In addition, historical emissions from biomass burning are
poorly known. These might have increased substantially during
1890–1930, with tropical emissions having an especially large
impact due to the relative lack of tropical background terrestrial
aerosol emissions. Temperature observations in the early period
are also limited in spatial coverage (see Supplementary Fig. S2),
which could bias early trends. Further work on this early time
period is clearly necessary. During the 1931–1975 and 1976–2007
intervals, however, the inferred aerosol forcings seem qualitatively
consistent with historical emissions (as well as with limited
available surface radiation flux measurements20). Quantitative
comparison will require improved understanding of aerosol
physical and chemical processes.

Evaluation of independent Arctic–SHext gradients
We further test the inverse results by examining their impact on the
Arctic (60◦–90◦N)minus SHext gradient. As trends in this gradient
result primarily from Arctic temperatures (Fig. 3), they provide a
largely independent test of our aerosol forcings. We include aerosol
direct forcing, AIE and the influence of black carbon deposition (see
Supplementary Methods).

During 1890–1930, the Arctic–SHext gradient increased
markedly (1.4 ◦C; Fig. 3g). The modelled response to G+N+O
accounts for ∼20–70% of the increase (Fig. 3i). Internal variability
can account for the remainder in several models (horizontal
error bars in Fig. 4g overlap zero), but not in most. The
combined influence of aerosols and internal variability (vertical
error bars in Fig. 4g, which include internal variability elsewhere
that influences inverse aerosol forcings) can account for the
observations − G + N + O reconstruction difference within the
95% confidence limits in most models because the inferred
aerosol forcing usually increases this gradient. For those few
models with very sensitive NHml–SHext gradients, which led to
quite negative NHml–SHext observations − G + N + O recon-
structed trends (Fig. 4a), the negative aerosol forcings decrease the
Arctic–SHext gradient significantly (Fig. 4g). Hence, these three
models cannot reproduce both the observed global mean and
regional gradient trends using our forcing/response relationships
and internal variability.

From1931–1975, the observedArctic–SHext gradient decreased,
but G+N+O forcings increased this gradient (Fig. 3i), resulting
in a trend overestimate of ∼1.4–1.7 ◦C. The effects of our inferred
aerosol forcings account for this difference in every model, and
internal variability alone accounts for at most half the overestimate
(Fig. 4h). From 1976–2007, G + N + O forcing accounts for
∼30–60% of the observed gradient increase of 1.3 ◦C. The inferred
aerosol impacts are consistent with the remainder in all models,
although 3 of the 20models are consistent with both no aerosol
impact on the Arctic and no residual between observations and
the reconstructed influence of non-aerosol forcings plus internal
variability (although these are the same 3 that show very large
discrepancies during 1890–1930).

Historical and future climate change due to regional forcing
The hemispheric asymmetry of observed temperature trends
and some aspects of their regional spatial structure have been
linked to aerosols in detection and attribution studies6,7,21. Several
previous studies have carried out inverse estimates using global
and regional temperature differences to derive global sulphate
aerosol forcings5,7,22. Our study finds results consistent with
the earlier analyses for twentieth century global net aerosol
radiative forcing, and adds calculations of regional aerosol forcing
during specific time intervals. Combined with historical emissions,
the inferred net radiative forcings are linked to reflective and
absorbing aerosol changes.

Projected climate change patterns are thought to often be
independent of the particular scenario and forcings1,2,4,23. Here
we show that Arctic and mid-latitude climate change is in fact
sensitive to the distribution of aerosols and tropospheric ozone.
Hence, ‘pattern scaling’ using the global response to global forcing
is unlikely to provide realistic results for alternative short-lived-
species emission scenarios. Furthermore, many current projections
that do not include black carbon and tropospheric ozone changes23
may have substantial regional biases.

Aerosol influence on recent climate and the Arctic
Our results suggest that aerosols have had a large role in both
global and regional climate change during the twentieth century.
Both these results and forward modelling24–26 indicate that Arctic
climate is especially sensitive to Northern Hemisphere short-
lived pollutants. Arctic trends may also be related to internal
atmosphere–ocean dynamics27–29. Our analysis is consistent with
a large role for internal variability, but suggests an even greater
impact from aerosol forcing on trends since 1930. A large
aerosol contribution to mid-twentieth century Arctic cooling
perhaps accounts for the lack of polar amplification in some
studies30. During 1976–2007, we estimate that aerosols contributed
1.09±0.81 ◦C to the observed Arctic surface temperature increase
of 1.48± 0.28 ◦C. Hence, much of this warming may stem from
the unintended consequences of clean-air policies that have greatly
decreased sulphate precursor emissions from North America and
Europe (reducing the sulphate masking of greenhouse warming)
and from large increases in Asian black carbon emissions.

Current understanding of AIE under Arctic conditions is quite
limited24. Hence, Arctic AIE is included only crudely here.However,
our results indicate that the net impact on 1890–2007 Arctic surface
temperatures has been −0.6 ◦C from tropical aerosols, +0.4 ◦C
from mid-latitude aerosols and +0.5 ◦C from Arctic aerosols.
Hence, long-term aerosol-induced Arctic climate change is quite
sensitive to forcing at lower latitudes31, which is not subject to these
uncertainties. During 1976–2007, however, large changes in mid-
latitude emissions have increased the importance of local Arctic
forcing, with estimated surface temperature changes of −0.3 ◦C
from tropical aerosols, +0.6 ◦C from mid-latitude aerosols and
+0.8 ◦C from Arctic aerosols during this time. It is thus important
to better understand AIE under Arctic conditions.

Our calculations suggest that black carbon and tropospheric
ozone have contributed∼0.5–1.4 ◦C and∼0.2–0.4 ◦C, respectively,
to Arctic warming since 1890, making them attractive targets for
Arctic warming mitigation. In addition, they respond quickly to
emissions controls, and reductions have ancillary benefits including
improved human and ecosystem health32.

Methods
Modelling of regional forcing/response relationships. We carried out equilibrium
climate simulations with the coupled atmosphere–ocean climate model GISS-ER
(ref. 33), examining the response to individual forcings imposed over the tropics
(28◦ S–28◦ N), mid-latitudes (28◦–60◦) and the polar regions (60◦–90◦), bands
that have generally faster atmospheric mixing within them than across their
boundaries34,35, and hence where regional emissions of short-lived species and their
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precursors have their greatest impact on radiative forcing. The forcings used were
increases in CO2 (representative of the WMGHGs) and black carbon and decreases
in sulphate (representative of reflective aerosols) and ozone. Carbon dioxide was
scaled uniformly over the band, whereas aerosol and ozone forcings were imposed
by perturbing present-day distributions by a constant factor. Hence, these latter
forcings have a spatial structure comparable to historical changes. Simulations
were integrated for 120 years, with analysis using area-weighted means over the
past 80 years following stabilization of the climate. Initial conditions are from a
900-year control run with this model. Aerosol perturbation experiments were run
both with and without a simple parameterization for the AIE (see Supplementary
Methods for further details).

Analysis of the historical record. We reconstructed responses to WMGHG, solar,
volcanic and ozone forcings to compare with observations. For WMGHGs, we
examined the transient response to 1% yr−1 CO2 increases in CMIP3 simulations.
We calculated linear trends in global and zonal mean temperature over the period
up to doubling of CO2 in 20 climate models. We then calculated the transient global
mean temperature and temperature gradient responses per unit radiative forcing
by dividing by the radiative forcing calculated in individual CMIP3 models for the
nine models for which this is available36 and otherwise using the mean radiative
forcing from those nine. These normalized responses are multiplied by the total
WMGHG radiative forcing time series derived from observed gas abundances to
obtain time-evolving responses to increasing WMGHGs from all 20 models (see
Supplementary Methods for further details).

As noted, previous studies indicate that variations between model responses
are much greater than the variation in response to different forcings in a single
model, and that the zonal mean sensitivities to global CO2 forcing in models are a
fairly good predictor of sensitivity to regional forcing16. Hence, the solar response is
reconstructed by multiplying CMIP3 global and regional responses per unit forcing
by the solar radiative forcing time series37, as with WMGHGs. For inhomogeneous
volcanic and ozone forcing, we use the time-dependent responses averaged over
five-member ensembles of GISS-ER 1880–2003 simulations38. For the volcanic
ensemble, we apply a nine-year running mean to capture decadal timescale trends
rather than the strong response immediately following eruptions. Responses to
volcanism and ozone are then scaled by the ratio of the global or regional response
in a given CMIP3 model to that seen in the GISS-ER CMIP3 run to obtain the
reconstructed responses (equations given in Supplementary Methods). Hence, the
spatial and temporal patterns of the GISS response inform the reconstruction,
but the scaling allows the spatial pattern and global mean to change according to
each model’s sensitivity.

To quantify internal variability, we examined 30–45-year segments of
a 1,150-year control run of the GISS-ER climate model and shorter CMIP3
controls of other models (see Supplementary Methods). We also assumed that
the magnitudes of natural and ozone radiative forcings are uncertain by a factor
of two. Overall uncertainties for a given CMIP3 model’s reconstructed global
mean or gradient change versus observations are given as the sum in quadrature
of internal variability, the uncertainty in forcings and the standard error from the
linear regression calculation of observed trends. 95% confidence levels are used
throughout this work.

Inferred aerosol forcings. Using global temperatures and NHml–SHext gradients,
we solve for the NHml and tropical forcing during each of the three time periods
discussed previously that accounts for the difference between observations and
G+N+O reconstructions (see Supplementary Methods for further details).
Aerosol responses are normalized by the ratio of transient to equilibrium responses
seen in our CO2 simulations (0.80). We include the effects of black carbon
deposition in the Arctic, on the basis of previous GISS modelling of pre-industrial
to present-day changes, in the calculation. Inferred values are net radiative forcing
rather than forcing by individual species. Uncertainties are dominated by the
influence of internal variability.

Forcing–response relationships for aerosols have not yet been derived for
multiple models. However, in the GISS model, sensitivity to aerosols is very similar
to that for WMGHGs (outside the polar regions) (Fig. 1). Hence, as with ozone
and volcanic forcing, we scale the GISS model responses by the ratio of regional
response to CO2 in CMIP3 models versus GISS-ER to characterize the possible
responses to aerosol forcing. Experiments with multiple climate models explicitly
examining the sensitivity to regional aerosol forcing would be useful to better
constrain this portion of the inverse calculation.
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	Figure 3 Time evolution of observed (black; nine-year running mean) surface temperatures and values reconstructed from models. The red solid lines indicate the mean reconstructed CMIP3 global or gradient response and dashed lines are the maximum and minimum responses. The columns show the response to WMGHGs (G; left), to WMGHGs plus natural forcings (G+N; centre) and those forcings plus ozone changes (G+N+O; right). Numerical values for observed linear trends during 1890--1930, 1931--1975 and 1976--2007 are given in the left column (observed Arctic trends for the three time periods are: 1.25± 0.25, -0.86 ± 0.23 and 1.48 ± 0.28 o C).
	Figure 4 Global mean and regional gradient surface temperature trends derived from observations and models and aerosol forcing estimates. The first row shows observations minus the reconstructed influence of WMGHG+natural+ozone (G+N+O) forcing. The second row shows the regional aerosol forcings (per unit local area) required to match the first row's constraints. RF: radiative forcing. The third row shows observations minus the reconstructed G+N+O Arctic--SHext gradient compared with the aerosol impact on that gradient. The columns show 1890--1930 (left), 1931--1975 (centre) and 1976--2007 (right). The symbols represent calculations using sensitivities (global mean and regional gradients) from 20 climate models. Uncertainties include internal variability, natural and ozone forcing uncertainties and uncertainty in observed trend calculations.
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